Growth Rate Variation and Larval Survival: Inferences from an Individual-Based Size-Dependent Predation Model
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We used an individual-based Monte Carlo simulation model to explore how changes in the mean and variance of growth rates of individuals in a larval fish cohort interact with size-dependent predation to affect fish number and characteristics of individual survivors. Small changes in initial cohort mean growth rate can change survival over the first 60 days of life 10- to 30-fold. But when variance in growth rate among individuals is high, survival can be substantially higher than expected from the initial mean cohort growth rate. Selection for faster-growing individuals becomes stronger with increasing variance and increasing predation rate. In some cases, >20% of the survivors may come from the upper 25% of the initial growth rate distribution, and the mean growth rate of the survivors may exceed twice the initial mean growth rate. When individual growth rates change from day to day rather than remaining constant, the contribution of atypical individuals is accentuated even further. Counterintuitively, most of the selection for faster-growing individuals happens only after the majority of mortality has already taken place. These results suggest that interactions between individual variability and selective mortality may have important cohort-level implications for survival in fishes.

Nous avons utilisé un modèle de simulation Monte Carlo basé sur les individus pour explorer comment les changements de la moyenne et de la variance des taux de croissance d'individus dans une cohorte de larves, et poison interagissent avec la prédation en fonction de la taille pour influer sur le nombre et les caractéristiques des individus survivants. De petits changements observés dans la cohorte initiale signifient que le taux de croissance peut changer le taux de survie pour les premiers 60 jours de la vie par un facteur de 10 à 30. Quand la variance du taux de croissance observée chez les individus est élevée, le taux de survie peut être substantiellement plus élevé que celui qui est prévu à partir du taux de croissance initial moyen de la cohorte. La sélection favorisant les individus croissant plus rapidement devient plus forte avec une variance et un taux de prédation en progression. Dans certains cas, plus de 80% des survivants peuvent provenir des 25% supérieurs de la distribution initiale du taux de croissance, et le taux de croissance moyen des survivants peut dépasser deux fois le taux de croissance initial moyen. Quand les taux de croissance des individus changent de jour en jour au lieu de demeurer constants, la contribution des individus atypiques est accentuée encore davantage. Contrairement à ce que l'on pourrait croire intuitivement, la plus grande partie de la sélection, dans le cas des individus croissant rapidement, n'intervient qu'après que la plus grande partie de la mortalité ait eu lieu. Ces résultats suggèrent que les interactions entre la variabilité individuelle et la mortalité sélective peuvent avoir d'importantes implications au niveau des cohortes pour la survie des poissons.
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Mechanisms governing survival, and ultimately selection, operate at the level of the individual. Often, the mortality sources that regulate survival are selective, so that some individuals may be more likely to survive than others, based on differences in some physical, behavioral, or physiological characteristics. When the amount of variation among individuals is low, or the selective forces are weak, models that are based on population or cohort averages are appropriate to represent the mechanisms operating to produce the aggregate population parameters we observe (Lotka 1925; Ricker 1954; Beverton and Holt 1957; Cushing 1975; Hutchinson 1978). However, when individuals vary substantially in characteristics important to survival, our understanding of
mechanisms controlling cohort recruitment and other popula-
tion-level responses may be enhanced by explicitly considering
the effects of individual variability (Huston et al. 1988; Caswell
Recent studies suggest that surviving larval and juvenile fish
typically are not drawn at random from a cohort. In some cases,
larvae hatching earlier are favored over younger larvae (Peter-
sen and Wrobleski 1984; McDermott 1986), while in others,
younger larvae are favored over older ones (Methot 1983;
Crecco and Savoy 1985; Rice et al. 1987b). Large individuals
may exhibit higher survival than small individuals within and
among years (Post and Pranekvics 1987; Henderson and Cass
1991), and several studies suggest that faster-growing larvae
can be favored over slower-growing individuals (Rosenberg
and Haugen 1982; Rice et al. 1987b).
For larval and juvenile fishes, body size appears to be an
important variable affecting survival. Most fishes grow 2-3
dorders of magnitude in mass during the first few months of life
(Werner and Gilliam 1984), and some of the major sources of
larval mortality (predation and starvation) are strongly size-
dependent (Gutreuter and Anderson 1985; Rice et al. 1987a;
Growth rate may be an important determinant of survival,
especially when size-dependent mortality is important. For
example, several studies suggest that relatively small reduction:
in mean growth rate during the early life history may cause
cohort survival to decrease 1-2 orders of magnitude simply by
prolonging the period of vulnerability to mortality sources
Growth rate variation among individuals within a cohort may
also have significant effects. Growth rate and size often vary
substantially among individuals within a cohort. Consequently,
we might expect some individuals to differ markedly from the
average fish in response to size-dependent mortality, causing
the combined outcome of individual interactions to differ sub-
stantially from that for the average individual (Sharp 1987).
We used an individual-based Monte Carlo simulation model
to explore how changes in the mean and variance of growth
rates of a larval fish cohort might interact with size-dependent
predation to affect the number and characteristics of individual
survivors. In particular, we asked the following questions: How
might an individual larv's probability of surviving size-
dependent predation be affected by its growth rate? We expect
that variance in growth rate among individuals will lead to
nonrandom survival among individuals, but what are its effects
on a stochastic simulation of survivorship?
We base our model on the predator-prey interaction between
alewife (Alosa pseudoharengus) and larval juvenile bluester
(Coregonus hoyi) because this interaction is well quantified.
Rice et al. (1987b) showed that bluester recruitment in Lake
Michigan was strongly influenced by size, or growth-rate-
dependent mortality during the first 1-2 mo of life. Luecke et
al. (1990) demonstrated experimentally that predation by
juvenile alewife on larval bluester was strongly size dependent
and may be a major source of this mortality. However, because
size-dependent relationships appear to be relatively common
among fishes (Miller et al. 1988) the patterns we report may
have broad relevance for fishes in general.

Model Description
The model we developed tracks the daily growth and survival of
individuals comprising a larval bluester cohort as they are
exposed over 60 d to size-dependent predation by yearling ale-
wife. Predator size was held constant at 90 mm, a representa-
tive size for yearling alewife, so that the effects of growth rate
variation could be evaluated without the confounding effects of
changing predator size.
In the model, all larval start at a length of 12 mm, the typical
size at which bluester larvae first become exposed to alewife in
Lake Michigan (Rice et al. 1987b). In the initial series of sim-
ulations, each individual's growth rate was held constant over
time so that the effects of variation among individuals could be
readily evaluated. However, in nature, individual growth rates
are unlikely to remain constant, so we conducted additional
simulations to evaluate the effects of temporal variability in
growth rates of individuals.
The probability of an individual fish being eaten on a given
day (vulnerability) is the product of three probabilities: being
encountered by a predator, being attacked if encountered, and
being captured if attacked (Geretseken and Strickler 1977). Prob-
ability of capture given an attack declines strongly with increas-
ing prey size for yearling alewife feeding on larval and juvenile
bluester (Luecke et al. 1990) as is typical of fish predators prey-
ing on larvae, but the other two probabilities have not been
measured. The two most important factors determining encoun-
ter rate, predator reactive distance and swimming speed (Ger-
etseken and Strickler 1977), are both functions of predator size
and therefore remain constant in our simulations, regardless of
prey size. When the third factor, prey swimming speed, is much
lesser than predator speed as we might expect for larval bluester
and yearling alewife or for other relatively large fish predators
on larvae, the encounter rate remains nearly constant, increas-
ing only slightly with prey size (Geretseken and Strickler 1977).
Alewife readily eat both larval and juvenile bluester and even
prefer them to zooplankton (Luecke et al. 1990), so it also
seem unlikely that probability of attack would change notice-
able or the range of prey sizes occurring in our simulations.
Therefore, for our simulations, we set the daily probability of
prey being both encountered and attacked as a constant.
The combined result of these probabilities is monotonically
decreasing vulnerability with increasing prey size, which is a
typical pattern for many larval fish predator-prey interactions
(Bailey and Houde 1989). Some species exhibit lower vulner-
ability in early life stages (e.g., eels or uneyed yolk sack larvae)
because encounter rate is substantially reduced by their low vis-
ibility and/or low motility (e.g., Brownell 1985; Folkvord and
Hunter 1986). This may cause a slight "hump" in the vulner-
ability function at very small sizes, but even for these cases, on
a stochastic simulation over months in the early ontogeny.
For relatively small, slow-moving, or ambush pred-
ators (e.g., charognaths, jellyfish), a more pronounced dome-
shaped vulnerability function would be expected (Greene 1986;
Bailey and Houde 1989). However, the assumption of constant
probability of encounter and attack is appropriate for bluester
larvae and juveniles preyed upon by yearling alewife and also
produces an overall pattern of size-dependent vulnerability that
is applicable to many other large, fast-swimming predators feeding
on all but the smallest sizes of larvae.
The value used for the daily probability of encounter and
attack governs the intensity of predation in the simulation.
Clearly, changes in intensity of predation (e.g. changes in pred-
ator density) will have major effects on larval survival. Our
intent was to evaluate the extent to which changes in mean and
variance of larval growth rate would modify this survival rate.
Therefore, we conducted all the individual-based model sim-
ulations using one value for daily probability of encounter and
attack, 0.2, that gave us substantial mortality but still left
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Fig. 1. Growth rate frequency distributions for cohorts of larval bloater having three initial mean growth rates (0.2, 0.4, 0.6 mm/d) and three levels of variability in growth rate among individuals (σ = 0.04, 0.08, 0.16 mm/d) before and after 60 d of size-dependent predation by 90-mm alewife. Values in each cell indicate the percent cohort survival after 60 d of predation.

enough survivors after 60 d for analysis. We assumed that the probability of multiple encounters and attacks on a single day was small, and therefore, we did not explicitly include it. On each day of a simulation, each larva was assigned a number drawn at random from a uniform distribution between 0 and 1; if the number was less than or equal to the probability of encounter and attack, an attack occurred. Whether the individual died or lived to the next day was determined by comparing a second random number between 0 and 1 to the individual’s probability of capture. Probability of capture, given an attack, was deter-
mined using the relationship between capture success and the predator–prey size ratio for 90-mm alewife preying on larval and juvenile bloater (probability of capture = −0.33 + 0.15 (predator length/prey length); Loecke et al. 1990) capture probability was set to 0 for bloater >40.9 mm, the size at which capture success reached zero. At the end of each time-step, each surviving individual grew to a new size determined by its growth rate and was then exposed to predation again on the next day. We followed the numbers, size distribution, and growth rate distribution of surviving individuals throughout each simulation.

Model Simulations and Results

Our initial series of simulations was designed to examine the hypothesis that when mortality is size dependent, both increased mean growth rate and increased variance in growth rate among individuals will increase cohort survival and that survivors will be drawn nonrandomly from the cohort. We conducted nine simulations using three mean growth rates (0.2, 0.4, and 0.6 mm/d), each with three different levels of variance in growth rate among individuals (σ = 0.04, 0.08, and 0.16 mm/d). Observed means and variances of growth rates for Lake Michigan bloater fall near the middle of these ranges; in the early 1980s, Lake Michigan larval bloater growth rates typi-
cally ranged from 0.25 to 0.75 mm/d (Rice et al. 1987b).

In these simulations, each larva was assigned a growth rate drawn at random from a normal distribution with the specified mean and variance and maintained this assigned growth rate throughout the entire simulation. Growth rates were constrained to the range of 0–1.0 mm/d; individuals drawing a growth rate below or above these bounds were assigned a growth rate of 0 or 1.0 mm/d, respectively. Several additional simulations were
**TABLE 1.** Means and 95% confidence intervals for percent survival of a larval fish cohort from 60-d simulations of the predation model. Each combination of growth rate mean and variance was repeated 30 times, with different random number seeds. Initial cohort size was 4000 larvae for each run. All means were significantly different from one another except for the low and intermediate variance simulations at high initial growth rate.

<table>
<thead>
<tr>
<th>Growth rate x σ</th>
<th>0.2 mm/d</th>
<th>0.4 mm/d</th>
<th>0.6 mm/d</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.04</td>
<td>0.562 ± 0.037</td>
<td>3.118 ± 0.096</td>
<td>5.53 ± 0.185</td>
</tr>
<tr>
<td>0.08</td>
<td>0.536 ± 0.033</td>
<td>3.325 ± 0.073</td>
<td>9.66 ± 0.151</td>
</tr>
<tr>
<td>0.16</td>
<td>1.124 ± 0.066</td>
<td>4.155 ± 0.010</td>
<td>10.68 ± 0.133</td>
</tr>
</tbody>
</table>
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**Fig. 2.** Percentage of survivors after 60 d of size-dependent predation that came from the upper 25% of the initial growth rate distribution, plotted as a function of initial mean growth rate of the cohort, with high (σ = 0.16) and low (σ = 0.04) variability in growth rate among individuals. Level line indicates expected percentage if survival was random. Run at mean growth rates of 0.3 and 0.5 mm/d with high or low variance.

Most simulations were started with 4000 individuals, to impose a reasonable limit on computing time. In a few runs which exhibited very low survival, we used up to 35,000 individuals. The daily probability of encounter and attack was set at 0.2. We also repeated each of the nine initial runs with this probability set to zero, so we could compare the size distribution of survivors with and without predation; these runs were initiated with only 1000 individuals because there was no mortality. Changes in the mean and variance in growth rate had substantial effects on survival and on the growth rate distribution of survivors (Fig. 1). Survival increased 10- to 30-fold with increasing mean growth rate. Survival also increased up to fourfold with increasing variance in growth rate, especially when the initial mean growth rate was low.

To evaluate the significance of these changes in survival, we ran 30 simulations for each growth rate mean and variance combination and calculated 95% confidence intervals for the estimates of survival (Table 1). These results indicate that the changes in survival we observed with increasing variance or initial mean growth rate are highly significant.

In these nine initial runs, individual fish maintained the constant growth rate assigned to them at the beginning of the simulation. Thus, changes in mean growth rates of the survivors resulted from selective mortality rather than from changes in the growth rates of individuals. As mean growth rate decreased and variance increased, the growth rate of surviving individuals became increasingly different from the initial average for the cohort, indicative of selection for faster-growing individuals. For example, at the lowest growth rate and highest variance, 80% of the individuals surviving 60 d came from the upper 25% of the initial growth rate distribution (Fig. 2). Even at the highest growth rate, almost 50% of the survivors came from the upper quartile when variation in growth rate among individuals was high. This occurred because the mean growth rate was low, and mortality was therefore high, even the lowest level of variability was sufficient to induce fairly strong selection, with more than 50% of the survivors coming from the upper 25% of the initial growth rate distribution. In every case the distribution of growth rates of survivors was different from what would have been expected if we had modeled the population using a single mean growth rate value. Clearly, if growth rate variability and size-dependent mortality interact in natural populations, survival will not be drawn at random from the initial growth rate distribution.

The size-distribution of survivors in our simulations also reflects the interaction between size-dependent predation and the mean and variance of growth rate. As mean growth rate decreased and variance increased, survivors from cohorts subjected to predation were much larger than those from cohorts which experienced no predation. When variation in growth rate among individuals was high, the mean size of individuals surviving predation was 5-10 mm (about 20%) greater than when growth-rate variation was low.

Countervariately, in our simulations, the period of highest mortality was not coincident with the period of strongest growth rate selection. Mean growth rate changed little during the first few days when mortality was highest, and more than half the change in mean growth rate occurred during the last 1.5% of the mortality (Fig. 4). This asymmetry resulted because selective mortality was not acting directly on variability in growth rate, but on variability in size, which takes longer to develop. Initially, fast- and slow-growing individuals were the same size and had the same high vulnerability to predation. While most survivors tended to be drawn from among the faster-growing individuals, most of the faster-growing fish died, along with their slow-growing counterparts, during this early period. However, because the size of fast-growing individuals was increasing rapidly, they experienced a more rapid decline in the daily probability of dying than did slow-growing individuals (Fig. 5a). Because these daily probabilities are compounded, the probability of surviving to day 60 increased much more.

quickly for fast-growing individuals than for slow-growing fish (Fig. 5b). For example, after 10 d., an individual growing at 0.6 mm/d would have a 31% chance of living to day 60, while a fish growing at 0.2 mm/d would have only a 1.6% chance. After 30 d., the fast-growing fish would be 30 mm long and have an 83% chance of surviving, while the slow-growing individual would have grown to only 18 mm and have only a 14% chance of living to day 60.

The intensity of predation (i.e. encounter rate) will obviously have a major effect on the number of larvae surviving. However, higher predation mortality should also cause the effects of mean and variance in growth rate on characteristics of survivors to become even more pronounced because selective mortality is the cause of these changes. Our individual-based simulations were conservative in this regard. In order to have adequate numbers of survivors for analysis in all simulations, and work within the constraints of available computer memory and speed, we had to use a probability of encounter and attack that resulted in survival rates 1–3 orders of magnitude higher than typical estimates for fishes in the field (Forney 1976, Wray and Lamberti 1985; Houde 1987; Taggart and Leggett 1987).

In contrast with our individual-based simulation model, partial differential equation (PDE) analytical models can incorporate more realistic mortality rates because they are not constrained by cohort size. Comparable PDE models cannot be developed for many individual-based simulation models, but we were able to formulate a PDE directly analogous to the simulations described above (Appendix). We used this model to evaluate the effect of predation rate on mean growth rate of surviving larvae for a cohort having an initial mean growth rate of 0.6 mm/d and high variance. In our individual-based simulations using a daily probability of encounter and attack of 0.2, the mean growth rate of survivors increased only 0.09 mm/d over 60 d because survival was so high (10.1%). When we used the PDE with a probability of encounter and attack of 0.7 which produced a more realistic cohort survival of 3.07%, the mean growth rate of survivors increased by 0.2 mm/d. Thus, substantial selection for faster-growing individuals can occur provided sufficient variability exists among individual growth rates and the magnitude of size-dependent mortality is sufficient to impose selection. The patterns observed in our relatively conservative simulations would be further accentuated at more realistic encounter rates. Note, however, that this selection may be somewhat less at high than at low initial mean growth rates because in the former case, a larger proportion of individuals will reach less vulnerable sizes earlier.

In the simulations discussed above, individual growth rates remained constant. A more complex, but potentially more realistic, assumption would allow growth rates of individuals to vary from day to day. We modeled this process as a random walk with “memory,” where individuals possessing an above-average growth rate on day $t$ would have an increased proba-
Fig. 4. (a) Survival curve for a cohort of 8000 larval blisters having an initial mean growth rate of 0.2 mm/day and high variability in growth rate among individuals ($\sigma = 0.16$ mm/day), when exposed to size-dependent predation by 90-mm alewife (daily probability of encounter and attack = 0.2) for 60 d. (b) Change in mean growth rate of surviving individuals from this same cohort as cumulative mortality of the cohort increases. Level line indicates expected result (no change in mean growth rate) if survival was random.

Fig. 5. (a) Change, over 60 d, in the daily probability of being eaten for larval blisters growing at different rates (0.0-0.1 mm/day) while exposed to size-dependent predation by 90-mm alewife, using the probability of capture equation from Lande et al. (1990) and a probability of encounter and attack = 0.2. (b) Change, over 60 d, in the probability of surviving to day 60, given they are still alive at time $t$, for larval blisters growing at different rates while exposed to size-dependent predation by 90-mm alewife. Range of 0-0.8 mm/day in cases where an individual’s growth rate exceeded these limits, it was set equal to the limit. This kept the boundaries symmetrical around the initial mean growth rate, so that observed changes in mean growth rate during the simulation could be attributed completely to selective mortality, rather than random drift. The simulation was run both with and without predation (probability of encounter and attack = 0.2 or 0.4), and each of these was repeated with the growth rate of each individual held constant throughout the simulation (as in the previous simulation shown in the center panel of Fig. 1 and 3), for comparison.

When individual growth rates were allowed to vary daily in a random walk, the final size distribution after 60 d was substantially more variable than when individual growth rates were held constant, even in the absence of predation mortality (Fig. 6a). When size-dependent predation occurred, increased growth rate variability led to an increase in both the number and average size of survivors. 3.9% of the fish from the initial cohort survived to day 60 and attained a mean length of 45.3 mm in the random walk simulation, while only 2.5%, averaging 38.9 mm on day 60, survived from the constant growth rate simulation (Fig. 6b). The mean growth rate of survivors in the random walk simulation was 0.11 mm/d higher than that of survivors in the constant growth rate run, and 90% of the survivors had growth rates above the original mean.

Discussion

The results of our simulations clearly demonstrate that both mean growth rate and growth rate variation among individuals can interact strongly with size-dependent mortality to cause significant effects on the number, growth rates, and final sizes of survivors. Consideration of variability among individuals may reveal insights regarding the processes shaping year class strength that are not available from analyses of population parameters and the dynamics of the average individual in a cohort. Our results are consistent with Sharp’s (1987) suggestion that the characteristics of a small fraction of individuals in the cohort may largely govern recruitment success. Our simulations suggest that cohorts starting with similar mean growth rates but different variances may produce very dissimilar numbers and sizes of survivors, even when exposed to identical mortality mechanisms. Likewise, cohorts with very different initial mean growth rates can end up with very similar mean growth rates among survivors, if the variance in growth rates among individuals is different. For example, after 60 d the survivors from a cohort having an initial mean growth rate of 0.4 mm/d and medium variance among individuals had a mean growth rate of 0.41 mm/d (SD = 0.13). After 60 d the mean growth rate of survivors from a cohort having a low initial mean growth rate of 0.2 mm/d and high variance (lower left panel of Fig. 1) had a mean growth rate of 0.41 mm/d (SD = 0.12), not significantly different from the cohort with the high initial growth rate and low variance (based on 30 simulations; P = 0.05, t = 1.906, 171 df).

Our simulations also suggest that even though the vast majority of the mortality experienced by a cohort of larval fish occurs shortly after hatching when larvae are most numerous and may also be most vulnerable, in some cases selective mortality such as size-dependent predation after this period may substantially alter the number of larvae that survive. In our simulations, the distribution of survival probabilities among individuals changed, with time, from uniform to very nonuniform. Thus, chance events such as weather phenomena, variable transport dynamics, or other abiotic influences may govern mortality for the majority of a cohort, but size and growth rate characteristics of individuals, through their interaction with size-specific mortality, also play important roles.

The patterns in survival, and in size and growth rate distributions, that we have simulated when keeping individual growth rates constant are conservative relative to the more realistic probability that individual growth rates will vary over time. The random walk trials we performed, which simulate this variability, suggest that when individual daily growth rates vary, the contribution of atypical individuals is further accentuated. In the field, all mortality may not be size dependent. However, selection for fast-growing individuals may still persist. If we substitute random mortality for a portion of the size-dependent mortality, this has the same effect on the growth rate distribution as reducing the probability of encounter and attack by an equivalent proportion. We did not explicitly simulate the effects of size-dependent variation in growth rates, but such effects would also act to magnify the effects of individual variability.

The dynamics we describe emerged from simulations of small cohorts (typically 4000 individuals) with survival rates that are high relative to estimates for cohorts in the field (Forney 1976;...
Wade and Lamberti 1983; Houde 1987; Taggart and Leggett 1987). Results from the analytical model (Appendix) confirmed that much stronger patterns of selectivity for fast-growing indi-

dividuals occur when cohort size is larger and more realistic mor-

tality rates are considered. These results are consistent with the

amount of size-dependent mortality that occurs.

The results of our simulations suggest that progress toward an

understanding of size-selective predation is achieved by a

systematic and in-depth consideration of individual vari-

ability and the attributes of survivors. The specific results of our

simulations may be used to inform our assumptions.

Our simulations were based on two general phenomena that

are observed in many fishes: variability in growth rates and size-

dependent vulnerability to predation. They demonstrate that

potential for individual variability to substantially affect cohort

survival and size structure of the survivors. Simulations explor-

ing different size, age, and growth rates among different ini-

tial sizes, dome-shaped vulnerability functions, etc.) may pro-

vide additional insights, and should be pursued.

Individual-based modeling and simulation models like the one

presented here may also be useful in helping to determine the

limits on our ability to predict cohort survival because they

incorporate the uncertainty inherent in processes determining

survival. For example, in the simulations we repeated 30 times

(Table 3), the total range of survival values was two to three-

times. These results suggest an upper bound on the ability to

accurately predict year-to-year variations in survival; even if we

possessed models which perfectly summarized the recruit-

ment process.

DeAngelis et al. (1990a) compared the output of individual- 

based models like the one presented here with continuous models 

based on partial differential equations to evaluate the 

robustness of the simulation approach. In a variety of scenarios, 

where different equations could be used, however, growth rates are 

correlated among individuals (e.g. density or size dependency of 

growth, Lomnicki 1988) or when growth rates are correlated 

among individuals from day to day (our "random walk" with mem-

ory), it is difficult to solve the appropriate ZEDE model. In these 

and other biologically interesting situations (including those 

involving non-linearities), the simulation approach used here 

may be more appropriate.

Individual-based simulation models are heuristically attrac-

tive and can be developed relatively easily even for situations 

where continuous solutions would be difficult or impossible to 

formulate and solve. However, individual differences may not 

be equally important in all stages of the life history of our 

simulations, for example, individual differences in size become 

unimportant after all individuals have outgrown vulnerability 

to the predator. Individual-based models may be helpful in 

defining when a simpler approach to understanding year class 

variation, based on population averages, may be sufficient and 

when effects of individual variability in characteristics impor-

tant to survival, such as body size, need to be considered.
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\( \theta \) = individual probability of encounter and attack by a predator (per day), probability of capture given attack \( \sim (13.5 \Delta_T - 0.33) (s_0 < s < s_1) \) or \( = 0 \) (\( s_1 \leq s \) based on the size-dependent capture success relationship from Luecke et al. 1990), \( s_1 \) = length above which size-dependent mortality (predation) does not occur, and \( \bar{d} \) = size-independent mortality rate coefficient (to correspond to simulations in text, \( \bar{d} = d_0 \)). Each fish in the population can be thought of as having a growth rate, \( \nu \), chosen initially from the distribution \( F(V) \). Each individual's growth rate remains constant over time.

The dynamics of the length frequency distribution of the cohort through time can be described by the partial differential equation

\[
\frac{df}{dt} + \bar{d} f - \frac{df}{ds} = 0 \quad \text{if} \quad \frac{df}{ds} = \frac{13.5}{s} - 0.33 \quad \text{for} \quad \bar{d} = d_0.
\]

The solution of this equation for a single fish with growth rate \( \nu \) is

\[
f(s,t;\nu) = \exp\left(\frac{13.5}{\nu} t - \frac{13.5}{s} t\right).
\]

where \( \bar{d} = d_0 \) is the Dirac-delta function (see DeAngelis and Coutant 1979; DeAngelis and Mittle 1979; DeAngelis and Huston 1987).

To obtain \( f(s,t) \), the size distribution for the whole population at time \( t \), one must integrate \( f(x,t;\nu) \) over the growth rate distribution, \( F(V) \), over all values of \( \nu \). In the present model, all growth rates are constrained to the range \( 0 \leq \nu \leq 1 \) by setting \( \nu = 0 \) for all values of \( V < 0 \) in \( F(V) \) and setting \( \nu = 1 \) for all values of \( V > 1 \) in \( F(V) \). Then the integration yields

\[
f(s,t) = \int f(s,t;\nu) F(V) dV.
\]

Appendix

The system under consideration is a fish cohort of individuals having different growth rates and suffering predation mortality with a probability that decreases with fish length. For cases in which the cohort can be described by a continuous distribution and in which the growth rates of individual fish do not vary randomly from day to day, it is possible to describe the changes in the size distribution of fish through time by means of a partial differential equation called the Sinko-Streifer model (Sinko and Streifer 1967). The model describes a system comparable with that described by the initial set of computer simulations in this paper. Whereas each simulation describes one specific possible outcome in this system, the Sinko-Streifer model describes the long-term expectation. A second type of mortality, independent of size, can also be included or can be set to zero to correspond with simulations in the text.

Before formulating and solving this partial differential equation, let us define the relevant variables: \( N_0 \) = initial number of hatchlings, \( s \) = fish length, \( f(s,t) \) = fish length frequency distribution at time \( t \), \( s_0 \) = initial length of fish at hatching, \( \nu \) = mean growth rate of fish (millimeters per day), \( F(V) \) = distribution of growth rates, \( \nu \), in the population

\[
N_0 = \frac{1}{\sigma \sqrt{2\pi}} e^{-\frac{s-s_0}{2\sigma^2}}.
\]

$$f_s(x,t) = F_i \left( \frac{x}{x_0} \right)^{3.5-0.7} \cdot e^{0.5(x-x_0)c(t)} \cdot \sigma_0$$

(where $s = x_0 + t$ and for $s > x_0$)

$$F_i = \int_{-\infty}^{x_0} F_s(x) \, dx$$

and

$$F_s = \int_{x_0}^{x} F_s(x) \, dx$$

Because all fish are the same size at $t = 0$, $f_s(x,t)$ can easily be converted to the distribution of growth rates in the cohort at time $t$. 